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Proyecto Google cAIre
Esta iniciativa forma parte del Digital Futures Project de Google.org, un fondo de 20
millones de dólares dedicado a apoyar a investigadores, facilitar debates y
fomentar el desarrollo de soluciones políticas responsables en materia de IA.

El proyecto de OdiseIA se centra en tres áreas clave:
 
1) Investigar iniciativas de gobernanza de la IA, como normativas y
recomendaciones, centrando la atención en los grupos vulnerables, la sociedad y
explorando las oportunidades de la IA en su beneficio.

2) Analizar el futuro de la IA, haciendo hincapié en cómo afectará al empleo y las
competencias, prestando especial atención a los grupos vulnerables, a través de la
investigación, los eventos y la educación.

3) Fomentar la colaboración paneuropea entre los receptores europeos del
proyecto Futuros Digitales compartiendo conocimientos y liderazgo de
pensamiento a través de debates, publicaciones y eventos. 



La presente guía aborda de forma integral la ciberseguridad aplicada a los sistemas de inteligencia
artificial (sistemas IA), analizando sus particularidades frente a la ciberseguridad tradicional y
poniendo el foco en los riesgos específicos que emergen a lo largo de todo el ciclo de vida de la IA.
Desde las fases iniciales de diseño y planificación, pasando por la obtención y preparación de datos,
el desarrollo, entrenamiento, validación y despliegue de los modelos, hasta su operación, vigilancia y
actualización continua, se examinan los principales vectores de ataque, vulnerabilidades y controles
necesarios para garantizar sistemas de IA robustos y seguros.

Asimismo, la guía diferencia la gestión de riesgos de la evaluación de impacto de los sistemas de IA,
detallando cuándo resulta obligatoria esta última y presentando metodologías y marcos de referencia
relevantes. Se subraya la importancia de contar con metodologías adecuadas que permitan evaluar los
efectos de la IA sobre derechos fundamentales, seguridad y cumplimiento normativo.

Finalmente, el contenido aborda la capacitación del personal como pilar esencial de la seguridad, y
analiza las obligaciones de ciberseguridad derivadas del Reglamento de Inteligencia Artificial (RIA),
especialmente para sistemas de alto riesgo y modelos de uso general con riesgo sistémico. El
conjunto de la guía proporciona un marco coherente para integrar la ciberseguridad, la gestión del
riesgo y el compliance en el diseño, desarrollo y operación de sistemas de inteligencia artificial.

OBJETIVO

El documento profundiza en la identificación y gestión de riesgos asociados a los sistemas de
IA, incluyendo la definición de activos, el análisis de amenazas específicas —como los ataques
al prompt, ataques laterales, inversión del modelo, fugas de información sensible o
DoS/consumos incontrolados— y la implantación de medidas de defensa técnicas y
organizativas. Entre ellas destacan la observabilidad, los mecanismos de guardrails y firewalls
específicos para modelos de lenguaje, la detección y respuesta ante incidentes, así como las
prácticas de pentesting y red teaming orientadas a IA.
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CIBERSEGURIDAD
APLICADA A LA IA
La incorporación de sistemas de inteligencia artificial en los procesos empresariales
introduce un cambio cualitativo en la gestión de la ciberseguridad. No se trata
únicamente de proteger infraestructuras, aplicaciones o datos, sino de garantizar la
integridad, fiabilidad y control de decisiones automatizadas que pueden tener
efectos jurídicos, económicos y reputacionales relevantes.

Desde una perspectiva ejecutiva, la IA debe entenderse como un activo estratégico
que amplía la superficie de riesgo de la organización. Desde una perspectiva técnica,
exige controles adicionales y específicos que no están cubiertos por los enfoques
tradicionales de seguridad de la información.

1
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+89 %

+34%
Ataques adversarios

El hecho de que una de cada tres organizaciones haya reportado ataques
de Adversarial Machine Learning marca un cambio de paradigma: los
atacantes ya no solo buscan "romper" el sistema, sino "engañar" a la
lógica del algoritmo

Sistemas Inteligentes
son críticos para negocio

La adopción de la Inteligencia Artificial ha superado con creces la
implementación de protocolos de seguridad específicos. El 77% de las
empresas no solo enfrenta amenazas externas, sino vulnerabilidades
estructurales en la cadena de suministro de software de IA.

Fuente: https://hiddenlayer.com/threatreport2025/

Fuente: https://www.gartner.com/en/newsroom/press-releases/2025-
03-03-gartner-identifiesthe-top-cybersecurity-trends-for-2025

6



1.1 CIBERSEGURIDAD TRADICIONAL

Y CIBERSEGURIDAD DE LA IA: 

DIFERENCIAS ESENCIALES

En la ciberseguridad tradicional, el objeto principal de protección son los sistemas, redes,
aplicaciones y datos, con el objetivo de preservar su confidencialidad, integridad y
disponibilidad. Las amenazas suelen manifestarse de forma visible, como intrusiones,
malware, ransomware o fugas de información, y los impactos son normalmente inmediatos y
detectables.

En los sistemas de inteligencia artificial, el ámbito de protección se amplía de forma
significativa. Además de la infraestructura subyacente, deben protegerse los modelos de IA,
los datos utilizados para su entrenamiento y funcionamiento, los procesos de inferencia y, de
manera especialmente relevante, las decisiones automatizadas que el sistema produce.
Estos elementos pueden verse afectados sin que exista un fallo técnico evidente.

Las amenazas en IA no siempre buscan interrumpir el servicio, con frecuencia persiguen influir
de manera silenciosa en el comportamiento del sistema, mediante técnicas como el
envenenamiento de datos, la extracción de modelos, la manipulación de instrucciones o el
uso de entradas diseñadas para inducir errores sistemáticos. Este tipo de ataques puede
pasar desapercibido durante largos periodos, generando resultados incorrectos, sesgados o
engañosos.

odiseia.es

Desde el punto de vista empresarial, la diferencia clave reside en el impacto. Mientras que un
incidente clásico suele provocar una interrupción clara del servicio o una pérdida de datos, un
fallo de seguridad en IA puede traducirse en decisiones erróneas automatizadas,
discriminación involuntaria, pérdida progresiva de confianza y exposición legal, incluso
cuando el sistema sigue funcionando con normalidad.
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Este cambio implica que un sistema puede cumplir formalmente con controles de seguridad
tradicionales y, aun así, generar resultados inseguros o jurídicamente problemáticos. 

Dimensión Ciberseguridad tradicional Ciberseguridad de la IA

Activo crítico Sistemas, redes, datos Modelos, datos, inferencia y decisiones

Tipo de fallo Visible e inmediato Silencioso y acumulativo

Amenazas típicas Malware, intrusión, ransomware Data poisoning, prompt injection, model stealing

Impacto principal Interrupción o pérdida de datos Decisiones erróneas, sesgos, riesgos legales

Detección Relativamente rápida Tardía y compleja

Enfoque de gestión Técnico-operativo Gobierno + técnico

odiseia.es

Cuadro 1. Diferencias clave entre ciberseguridad tradicional y ciberseguridad de la IA

La ciberseguridad de la IA no puede abordarse únicamente como un
problema técnico. Requiere un enfoque de gobierno, en el que la dirección
defina responsabilidades, niveles de riesgo aceptables y mecanismos de
control, integrando la IA dentro del sistema global de gestión de 
riesgos de la organización.
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1 Diseño y planificación

En esta fase se definen el propósito del sistema, el grado de automatización y su encaje en
los procesos de negocio. Un diseño inadecuado puede llevar a automatizar decisiones que
deberían mantener control humano o a subestimar los riesgos asociados al uso de IA.

Desde el punto de vista de la seguridad, es esencial identificar desde el inicio los riesgos
específicos del caso de uso, establecer límites claros al comportamiento esperado del
sistema y documentar las responsabilidades asociadas. A nivel ejecutivo, esta fase determina
si el uso de IA es proporcionado y alineado con la estrategia y los valores de la organización.

En esta fase se decide si debe utilizarse IA, para qué fines y con qué nivel de autonomía. Un
error en esta etapa suele ser estructural y difícil de corregir más adelante.

Aspecto Contenido

Riesgo principal Automatizar decisiones sin evaluar impacto

Impacto potencial Decisiones no justificables, pérdida de control

Decisión ejecutiva Definir límites claros al uso de IA

Control clave Análisis previo de riesgos del caso de uso

1.2 EL CICLO DE VIDA DE LA IA

DESDE LA PERSPECTIVA DE LA

CIBERSEGURIDAD

La seguridad de un sistema de IA debe gestionarse a lo largo de todo su ciclo de vida. Cada
fase introduce riesgos específicos y requiere decisiones tanto técnicas como ejecutivas, en
línea con los principios de evaluación continua promovidos por marcos como OWASP -
OWASP-AI-Testing-Guide-v1

odiseia.es

Cuadro 2. Diseño y planificación – riesgos y decisiones clave
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2 Obtención y preparación de datos

Los datos constituyen la base del comportamiento del sistema. En esta fase se recopilan,
limpian y transforman las fuentes que alimentarán el modelo. El uso de datos de baja calidad,
sesgados o no confiables puede comprometer la seguridad y la fiabilidad del sistema desde
su origen.

Los principales riesgos incluyen el uso de datos manipulados, la incorporación innecesaria de
información sensible y la falta de trazabilidad. Como buenas prácticas, deben establecerse
controles de procedencia, integridad y acceso a los datos, así como mecanismos de
versionado que permitan auditar su uso a lo largo del tiempo.

Los datos determinan el comportamiento del sistema. Los problemas en esta fase se
trasladan directamente a los resultados.

Aspecto Contenido

Riesgos habituales Datos manipulados, sesgos, exceso de datos

Impacto Resultados incorrectos o discriminatorios

Control técnico Trazabilidad, versionado, control de accesos

Enfoque ejecutivo Gobernanza del dato como activo crítico

odiseia.es

Cuadro 3. Datos – riesgos y controles esenciales

3 Desarrollo y entrenamiento del modelo

Durante el entrenamiento se materializa gran parte del riesgo técnico. La introducción de
datos maliciosos, errores en el código o dependencias inseguras puede afectar de forma
permanente al comportamiento del modelo.

Es fundamental que los entornos de entrenamiento estén segregados, que se controle el
acceso a los modelos y que se mantenga un registro claro de versiones, parámetros y
resultados. Desde una perspectiva ejecutiva, esta fase plantea la cuestión de quién controla
realmente el modelo y con qué garantías, especialmente cuando intervienen terceros.
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Durante el entrenamiento se consolidan los riesgos técnicos más complejos.

Aspecto Contenido

Riesgos Envenenamiento, fugas, dependencias inseguras

Impacto Modelo comprometido de forma persistente

Control técnico Segregación de entornos y registro de versiones

Decisión clave Quién controla el modelo y con qué garantías

odiseia.es

Cuadro 4. Entrenamiento – control y responsabilidad

4 Validación y pruebas

Antes de su despliegue, el sistema debe someterse a pruebas que vayan más allá del
rendimiento técnico. La ausencia de pruebas frente a entradas maliciosas o comportamientos
anómalos es una de las principales fuentes de riesgo.

Además de verificar la precisión, deben evaluarse aspectos como la robustez, la coherencia
de las respuestas y la resistencia a manipulaciones. La dirección debe exigir evidencias de
estas pruebas como condición previa para autorizar el uso del sistema en producción.

Antes del despliegue, el sistema debe demostrar no solo que funciona, sino que se comporta
de forma segura.

Aspecto Contenido

Riesgo Falta de pruebas frente a ataques o abusos

Impacto Fallos detectados en producción

Control clave Pruebas de robustez y comportamiento

Rol de la dirección Exigir evidencias antes de autorizar

Cuadro 5. Validación – criterios mínimos
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5 Despliegue e integración

En el despliegue, el modelo se integra en los procesos reales del negocio y se expone,
directa o indirectamente, a usuarios y sistemas externos. Una configuración insegura puede
ampliar innecesariamente la superficie de ataque.

En esta fase resulta clave controlar los accesos, limitar el uso a los fines previstos y proteger
los modelos y configuraciones. Desde un punto de vista ejecutivo, el despliegue implica
asumir que las decisiones del sistema ya tienen efectos reales y, por tanto,
responsabilidades asociadas.

Aquí la IA empieza a producir efectos reales en el negocio.

Aspecto Contenido

Riesgo Exposición excesiva del modelo o APIs

Impacto Uso indebido, manipulación externa

Control Accesos, límites operativos, registros

Decisión ejecutiva Asunción consciente de responsabilidades

Cuadro 6. Despliegue – exposición al riesgo

6 Operación y uso

Una vez en funcionamiento, el sistema interactúa de forma continua con datos reales y
usuarios. En esta etapa pueden producirse abusos progresivos, uso no previsto o
dependencia excesiva de los resultados automatizados.

La organización debe mantener mecanismos de supervisión, registro y revisión de decisiones
relevantes. En particular, debe garantizarse que las decisiones con impacto significativo
cuenten con intervención o validación humana, evitando una automatización opaca.

El riesgo en esta fase es progresivo y acumulativo.
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Aspecto Contenido

Riesgo Dependencia ciega de decisiones automatizadas

Impacto Errores no detectados, responsabilidad legal

Control Supervisión humana y auditoría

Mensaje clave La IA no sustituye la responsabilidad

odiseia.es

Cuadro 7. Operación – control continuo

7 Vigilancia, mantenimiento y actualización

Los sistemas de IA no son estáticos, con el tiempo, pueden degradarse, desviarse de su
comportamiento original o volverse vulnerables a nuevas técnicas de ataque.

La vigilancia continua, la detección de desviaciones y la reevaluación periódica de la
seguridad son esenciales para mantener la confianza en el sistema. A nivel directivo, esta
fase refuerza la idea de que la seguridad de la IA es un proceso permanente, no un requisito
que se cumple una sola vez.

Los sistemas de IA cambian con el tiempo, incluso sin modificaciones aparentes.

Aspecto Contenido

Riesgo Deriva del modelo y nuevas amenazas

Impacto Pérdida de fiabilidad y confianza

Control Monitorización y reevaluaciones periódicas

Enfoque ejecutivo Seguridad como proceso permanente

Cuadro 8. Vigilancia – sostenibilidad del sistema

La ciberseguridad de la inteligencia artificial combina decisión estratégica y control técnico.
No basta con que un sistema funcione; es necesario que lo haga de forma segura, controlada
y alineada con los objetivos y responsabilidades de la organización.

Integrar la seguridad de la IA en el gobierno corporativo permite anticipar riesgos, preservar
la confianza y garantizar que la automatización contribuya al valor del negocio sin
comprometer su sostenibilidad jurídica y reputacional.
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Cuadro 09. Ciclo de ciberseguridad aplicada a la IA
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GESTIÓN DE 
RIESGOS
La gestión de riesgos de seguridad y las salvaguardas para mitigar estos riesgos en
los sistemas de Inteligencia Artificial (IA) representan un proceso complejo y
dinámico que requiere un enfoque holístico, integrando metodologías tradicionales
con prácticas específicas para la IA.

2
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Antes de abordar el proceso de gestión de riesgo, es importante conocer algunas de las
metodologías de riesgos ampliamente conocidas:

ISO/IEC 31000:2018 [1] y COSO [2] para la gestión del cualquier tipo de riesgo, 
ISO/IEC 27005:2018 [3] y NIST RMF [4] ampliamente utilizadas para la gestión del riesgo
de seguridad de la información, y 
OCTAVE [5], FAIR [6] métodos más centrados en la fase de evaluación de riesgo. 
Y por último, no olvidar metodologías nacionales como Magerit 3.0 [7]

Estas metodologías generales y específicas de seguridad de la información deben integrarse
con estándares recientemente publicados sobre el análisis de riesgos específicos de
sistemas IA para contar con la particularidad de estos sistemas en el proceso de análisis del
riesgo, así, podemos citar:

NIST AI Risk Management Framework (AI RMF) [8], 
ISO/IEC 23894:2023 Guidance on risk management [9], 
ISO/IEC TR 24028:2020 Overview of trustworthiness in artificial intelligence [10], 
Guías como OWASP para LLM y Machine Learning, entre otros muchos, que nos ayudan
a componer una visión general para abordar este desafío.

En este apartado nos centraremos en qué aspectos debemos tener en cuenta para componer
un proceso de gestión de riesgos que integre aspectos particulares a la hora de abordar
sistemas IA en el análisis más operativo, destacando qué no debemos olvidar cuando
abordamos los riesgos específicos de estos sistemas. 

odiseia.es
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1 GOVERN (Gobernar)

Establece una cultura de gestión de riesgos, define políticas, procesos, responsabilidades
y estructuras organizativas. Esto implica comprender los requisitos legales y regulatorios,
integrar las características de confiabilidad en las políticas y gestionar los riesgos de
terceros y la cadena de suministro.

2.1 IDENTIFICACIÓN DE 

ACTIVOS

Los sistemas de IA son, por su naturaleza, socio-técnicos y dinámicos, lo que implica que los
riesgos no son solo técnicos, sino también sociales, éticos y legales, y pueden cambiar a lo
largo de su ciclo de vida [11]. Se consideran ciberactivos dentro de una infraestructura de
Tecnologías de la Información y la Comunicación (TIC) existente, lo que significa que las
prácticas de ciberseguridad fundamentales deben complementarse con medidas específicas
para la IA [12].

Tomando como referencia los marcos de gestión de riesgos anteriormente comentados,
podemos afirmar que la gestión de riesgos de IA es un proceso iterativo y continuo que
abarca el ciclo de vida completo del sistema de IA, desde la definición hasta la baja [13]. En
este sentido, tomado como referencia NIST AI 100-1 [14] podemos destacar cuatro fases
clave en el proceso:

odiseia.es

2 MAP (Mapear)

Define el contexto del sistema de IA, identifica sus capacidades, objetivos, beneficios y
costos. Es crucial para mapear los riesgos y beneficios para todos los componentes del
sistema, incluidos el software y los datos de terceros [16].

3 MEASURE (Medir)

Emplea herramientas y metodologías (cuantitativas, cualitativas o mixtas) para analizar,
evaluar y monitorear el riesgo de IA. Evalúa características de confiabilidad como la
validez, fiabilidad, seguridad, robustez, explicabilidad y equidad.

4 MANAGE (Gestionar)

Prioriza y responde a los riesgos identificados y medidos, asigna recursos y desarrolla
planes de tratamiento, respuesta y recuperación.
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Dentro de estas fases generales, hemos de prestar especial atención a la actividad de
identificación y categorización o asignación del nivel de criticidad de los activos evaluados,
siendo un momento fundamental en la gestión de riesgos tanto para activos tradicionales
como, en particular, para los activos del sistema IA por varias razones clave.

1 Importancia de los activos tradicionales

El objetivo de un catálogo de elementos en un proyecto de análisis y gestión de riesgos es
facilitar el trabajo de las personas que lo realizan, ofreciendo ítems estándar a los que
adherirse rápidamente, y homogeneizar los resultados, promoviendo una terminología y
criterios que permitan comparar e integrar análisis de diferentes equipos. Este catálogo
establece pautas sobre:

Tipos de activos: Reconociendo que continuamente surgirán nuevos tipos. Aquí es donde
cobra relevancia la Lista de Materiales (BOM/SBOM), que permite desglosar un activo
complejo en sus componentes fundamentales (librerías, hardware, licencias), facilitando la
identificación de vulnerabilidades en la cadena de suministro.
Dimensiones de valoración: Abordando las facetas esenciales de un activo.
Criterios de valoración: Marcando una pauta inicial de homogeneidad y relativizando el
valor de los activos en sus diferentes dimensiones.

Dentro de un sistema de información, la información que se maneja y los servicios que se
prestan son considerados activos esenciales o críticos, y estos marcan los requisitos de
seguridad para todos los demás componentes del sistema. La tipificación de los activos,
enriquecida por el detalle que aporta el BOM, es una información documental de interés y un
criterio clave para identificar amenazas potenciales y salvaguardas apropiadas a la naturaleza
exacta del activo.

odiseia.es

2 Importancia para los activos de los sistemas IA

Para los sistemas de IA, la identificación y categorización de activos (o la asignación de
criticidad) es aún más crucial debido a la naturaleza dinámica, multifacética y socio-técnica
de estos sistemas, que introduce riesgos nuevos o amplificados en comparación con el
software tradicional [15].

La ISO/IEC 22989:2022 [16] define la terminología y los conceptos clave de la IA, incluyendo
la noción de confiabilidad y sus atributos como robustez, fiabilidad, seguridad, privacidad,
explicabilidad y equidad, que son esenciales para el análisis de riesgos.

En esta guía encontrará el Anexo I donde hemos establecido una selección de activos que
puede tomar como base para iniciar el análisis de riesgo.
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Nuestro objetivo es dar a conocer las principales amenazas a los sistemas IA desde los
cuatro principales bloques de amenazas que deben de afrontar dichos sistemas en
producción. La superficie de ataque de estos sistemas es mucho más amplia, pero queremos
ofrecer una vista simplificada de las amenazas más destacadas.

Una vez que ya conocemos cuáles son los principales activos que componen a los sistemas
inteligentes vamos a pasar a responder la siguiente pregunta ¿Cuáles son las principales
ciberamenazas que estos sistemas encuentran en el entorno empresarial?

Las amenazas en IA pueden ser accidentales (errores humanos, fallos de configuración) o
intencionadas (ataques), y explotan vulnerabilidades inherentes a la complejidad de los
modelos, la dependencia de los datos y la interacción con entornos cambiantes [18].

En gran medida depende de nuestro sistema inteligente, pero durante los últimos años
ciertas categorías se han alzado considerablemente y es recomendable tenerlas en mente a
la hora de evaluar las posibles ciberamenazas. Vamos a hacer un repaso por cada una de
ellas con diferentes ejemplos reales en los que fueron explotadas.

19

Fuente: Producción propia a través del contenido de la Guía empleando Gemini 3.

odiseia.es

Cuadro 10. Principales bloques de amenazas contra sistemas IA

2.2 MAPA DE AMENAZAS

ASOCIADAS A  SISTEMAS IA



Existen muchas técnicas que tratan de atacar a través de prompts a los sistemas de
IA generativa. Debido a la proliferación de los chatbots, que cada vez más cuentan
con capacidades agénticas, los atacantes tratan de desalinear los sistemas
inteligentes para que realicen acciones no autorizadas.

System Prompt ¿Te suena? Son las órdenes iniciales que reciben los LLM para
completar su tarea. ChatGPT, Meta AI, la inmensa mayoría de los chatbots y sistemas
inteligentes de IA Generativa textual cuentan con estas órdenes iniciales. El primer
objetivo del atacante será tratar de filtrar estas órdenes para obtener inteligencia del
entorno del sistema inteligente y cómo poder manipularlo.

Jailbreak (No confundir con Prison Break) Una vez el atacante conoce cuáles son las
órdenes iniciales pasa a desarrollar prompts con los que modificar el
comportamiento del sistema hacia su objetivo empleando una combinación de
técnicas de prompting e ingeniería social [18, 19]. 

Un ejemplo muy básico de jailbreak podría ser el DAN [20, 21]. Un prompt con el que
solicitamos que la IA olvide todas sus órdenes anteriores y cumpla con nuestra
voluntad. Este prompt ya está controlado y bloqueado por la mayoría de los
proveedores pero los atacantes encuentran día tras días métodos con los que
sortear estas medidas y desalinear con sus objetivos los sistemas inteligentes
empresariales.

ATAQUES AL PROMPT

20

Fuente: Producción propia.
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Existen ciberamenazas que nunca pasan de moda. Este es el caso de los ataques
laterales relacionados con los sistemas inteligentes. Ya sea a través de la
introducción de un payload en una librería ampliamente usada por sistemas
inteligentes o por el uso de herramientas por parte de estos sistemas de baja
seguridad, el riesgo está presente y es mucho más serio de lo que parece [22, 23].

Este tipo de riesgos puede aparece entre otros escenarios:

Infección de dependencias críticas: Infiltración de código malicioso en
bibliotecas fundamentales como TensorFlow, PyTorch o NumPy, afectando a
todos los sistemas que las utilicen [24].
Herramientas de desarrollo desactualizadas: Explotación de vulnerabilidades en
notebooks de Jupyter, IDEs o plataformas de MLOps sin parches de seguridad
aplicados [25].
Modelos preentrenados comprometidos: Uso de modelos aparentemente
legítimos que contienen triggers ocultos activables mediante secuencias
específicas de entrada o incluso payloads de código preparados para activarse
al cargar el modelo [25].
Infraestructuras de nube compartidas: Escalación lateral desde contenedores
comprometidos en entornos Kubernetes o Docker hacia otros nodos del clúster
de ML.

La propia infraestructura y entorno de los sistemas inteligentes es una de las
principales amenazas que debemos de controlar.

ATAQUE LATERAL
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Fuente: Producción propia a través del contenido de la Guía empleando Gemini 3.



¿Si te dieran todos los intentos que
quisieras para resolver un examen tipo
test podrías obtener una versión en la
que identificaras todas las respuestas
correctas? Como ya sabes la respuesta
es que sí, solo tendrías que intentar en
repetidas ocasiones hasta lograr la
rúbrica perfecta.

Algo parecido sucede con los sistemas
inteligentes. Si tenemos la capacidad
de realizar un número arbitrario de
peticiones al sistema es posible
obtener una copia de unos datos
similares a los de su entrenamiento a
partir de sus propias predicciones. A
modo de ejemplo, podríamos replicar
con alta fidelidad un modelo de
predicción de precios de seguros de
hogar realizando un número suficiente
de peticiones a su API de predicción
inteligente [26].

En caso de sistemas inteligentes más
complejos, como LLMs, es muy
complicado   realizar   una   inversión

INVERSIÓN DEL MODELO O DATOS SENSIBLES
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completa del modelo a través de esta
técnica, pero sí que se ha llevado a la
práctica, como indican varios reportes
que relacionan a DeepSeek con el uso
de datos generados por OpenAI para
el entrenamiento de sus modelos [27].

De cara a los usuarios, probablemente
no les importen tanto que roben un
determinado modelo a una empresa,
pero sí que expongamos sus datos
personales. 

¿Cómo podría darse esta situación si
solo ofrecemos predicciones a través
de un modelo? 

Debido a la inferencia de datos de
entrenamiento. Si entregamos en
nuestro sistema inteligente, además
del resultado, una probabilidad que los
acompañe, podríamos estar mostrando
cómo de seguro está el modelo dados
unos datos de entrada. 

Fuente: Producción propia a través del contenido de la Guía empleando Gemini 3.



Si no se ha realizado un preprocesamiento correcto, ante puntuaciones de certeza
muy elevadas, es posible que el modelo esté indicando que los inputs coinciden con
datos de entrenamiento.

En resumen, los sistemas inteligentes empleados en el sector empresarial deberán
de protegerse frente a los posibles intentos de extracción del modelo, su replicación
o la obtención de datos de entrenamiento con los que replicar sus soluciones.
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Los modelos de inteligencia artificial también tienen indigestiones. Concretamente,
pueden verse afectados por dos vías [28]:

Los clásicos ataques de denegación de servicio. En este caso no sería un fallo
del propio modelo sino de su infraestructura [29, 30]. La mayoría de sistemas
inteligentes en el ámbito empresarial se consumen a través de API Rests en
entornos privados. Sin embargo, si se cuenta con un sistema inteligente con
acceso público, es posible que enfrentemos en algún momento este tipo de
amenaza. 
Los fallos de consumo incontrolado. En el desarrollo de sistemas inteligentes
es extremadamente usual emplear modelos desplegados por un tercero con un
coste variable por consumo de uso [31]. Si no se cuentan con los mecanismo de
control de consumo adecuados, la factura puede dispararse hasta límites
insospechados. Este es uno de los escenarios que se da con más probabilidad
en el entorno actual de producción y que más daños puede ocasionar desde una
perspectiva económica especialmente a las empresas de pequeño tamaño.

Como veremos en la siguiente sección de defensa, estas ciberamenazas se cubren
empleando los métodos de defensa tradicionales ante este tipo de escenarios.

NO ESTABLECER LÍMITES: DOS O CONSUMO
INCONTROLADO

Fuente: Producción propia.
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Por tanto, el marco de control es el conjunto estructurado de principios, políticas, procesos,
roles, controles y métricas diseñado para:

Identificar y gestionar riesgos de forma sistemática.
Prevenir, detectar y responder a amenazas.
Garantizar el cumplimiento normativo.
Asegurar la trazabilidad y la rendición de cuentas (accountability).

En el ámbito de la IA y la ciberseguridad, el marco de control actúa como el mecanismo que
opera la gobernanza, conectando el análisis de riesgos con acciones técnicas y organizativas
concretas a lo largo del ciclo de vida del sistema.

De este modo, cada control del marco debe poder vincularse explícitamente a una o varias
amenazas, por ejemplo: ataques al prompt., inversión del modelo o extracción de datos, uso
indebido del sistema por usuarios internos, fallos de supervisión humana, riesgos derivados
de terceros y cadena de suministro, etc.

La eficacia del marco de control no depende solo de su existencia, sino de su nivel de
madurez. A mayor madurez, menor riesgo residual y mayor capacidad de anticipación frente a
amenazas emergentes.

Después de conocer cuáles son los principales amenazas contra nuestros sistemas IA
debemos de establecer medidas de mitigación para estos riesgos.

El riesgo se materializa cuando una amenaza explota una vulnerabilidad sobre un activo. El
marco de control se diseña precisamente para reducir esa probabilidad o impacto, actuando
sobre vulnerabilidades técnicas (modelos, datos, infraestructuras), debilidades organizativas
(falta de responsabilidades, procesos o formación) y deficiencias de gobernanza (ausencia de
supervisión o toma de decisiones basada en riesgos).

2.3 SISTEMAS DE DEFENSA Y

MEDIDAS DE MITIGACIÓN
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ID Requisito Descripción

4, 5 Contexto y
liderazgo

Análisis del entorno de amenazas, expectativas de las partes
interesadas y compromiso de la dirección.

6 Planificación
estratégica

Establecimiento de objetivos de seguridad alineados con la
política de IA.

7.2, 7.3 Competencia y
concienciación

Formación del personal en riesgos y medidas de
ciberseguridad específicas para IA.

7 Recursos y soporte Asignación de medios técnicos y humanos para sostener la
seguridad del sistema.

9 Evaluación del
desempeño

Métricas y KPIs de ciberseguridad que permiten medir la
eficacia de los controles.

10 Mejora continua Revisión periódica de riesgos emergentes, adaptación a
nuevas amenazas y actualización de controles.

Un marco de control bien diseñado
permite mapear amenazas concretas
contra dominios de control, por ejemplo:

Gobernanza y roles claros mitigan
riesgos de uso indebido, falta de
supervisión humana y decisiones no
trazables.
Monitorización y observabilidad,
permiten detectar desviaciones,
abusos o comportamientos anómalos
del sistema.
Gestión de terceros mitiga riesgos de
la cadena de suministro y
dependencias críticas.

Cada control contribuye a interrumpir la
cadena de materialización del riesgo, ya
sea previniendo, detectando o limitando
el impacto y/o probabilidad de ocurrencia
de la amenaza. La ISO/IEC 42001
proporciona un marco adecuado para
construir un sistema de gestión de IA
alineado con GRC de la orgnización, al
integrar:

ESTABLECER UN MARCO DE CONTROL
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Enfoque basado en riesgos.
Gobernanza y liderazgo.
Gestión del ciclo de vida del sistema
de IA.
Competencia, concienciación y
formación.
Monitorización, auditoría y mejora
continua.

Al establecer un marco de control
basado en sistema de gestión que
obliga evaluar periódicamente su
madurez,  permite a la organización:

1.Convertir amenazas abstractas en
riesgos gestionables.

2.Demostrar diligencia debida y
cumplimiento.

3.Reducir de forma progresiva la
probabilidad de incidentes graves.

4.Asegurar que la IA se desarrolla y
opera de forma segura, confiable y
gobernada.

Cuadro 10. Requisitos destacados de la ISO/IEC 42001
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ESTABLECER UN MARCO DE CONTROL
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El marco de control no elimina el riesgo, pero reduce de manera sistemática la
probabilidad de que las amenazas se materialicen, y limita su impacto cuando lo
hacen, convirtiéndose en un pilar esencial de la ciberseguridad en sistemas IA.

Hacer un listado exhaustivo de todas las soluciones o métodos existentes daría
lugar a un temario completo por sí mismo, de modo que en esta guía vamos a
resumir los métodos de defensa que hemos considerado más relevantes y cuáles
son algunas de las soluciones (técnicas) comerciales que nos permiten
desplegarlos.

Cuándo implementarlo: Durante la fase de diseño y mantenerlo continuamente a lo largo de las
operaciones del sistema.

La Observabilidad (Observability) funciona como un sistema integral de monitoreo que supervisa el
rendimiento y la seguridad de toda la infraestructura del sistema inteligente. Realiza un seguimiento
continuo de los sistemas y aplicaciones para identificar actividades inusuales, asegurar un rendimiento
óptimo y mantener una seguridad robusta. Actúa como una sala de control central que proporciona
información en tiempo real sobre la salud y el comportamiento de las operaciones.

OBSERVABILIDAD

Por qué es importante: Proporciona visibilidad en tiempo real sobre el rendimiento y la seguridad
del sistema, permitiendo la detección temprana de problemas y asegurando operaciones fiables y
eficientes.
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Cuándo implementarlo: Tanto durante la fase de diseño como en la fase de despliegue de los
sistemas de IA.

Un Firewall para LLMs (Guardrails) funciona como una barrera protectora para los grandes modelos de
lenguaje (LLMs), gestionando y regulando el flujo de información para prevenir el uso indebido y
salvaguardar contra ataques dirigidos. Actúa de manera similar a un portero sofisticado, asegurando
que las interacciones con la IA sigan siendo seguras y cumplan con las políticas establecidas.

OpenAI, en su sistema de agentes, ya proporciona un sistema de firewall de consultas maliciosas con
capacidad de clasificación del tipo de ataque. También existen otras soluciones comerciales que se
suelen combinar con métodos de observabilidad: la herramienta no solo bloquea sino que actúa como
método de visualización de consultas.

LLM FIREWALL O GUARDRAILS

Por qué es importante: Protege los modelos de IA del uso indebido y de ataques dirigidos,
asegurando interacciones seguras y conformes con la IA, manteniendo así la confianza y la fiabilidad.

Cuándo implementarlo: Durante la fase de despliegue de los sistemas de gestión de datos.

Un Firewall de Fugas de Datos (Data Leak Firewall) es un mecanismo de seguridad diseñado para
prevenir la transmisión no autorizada de información sensible fuera de la organización. Inspecciona y
controla meticulosamente los flujos de datos para asegurar que la información confidencial
permanezca protegida de amenazas externas. Este sistema opera como una bóveda segura,
permitiendo el acceso solo al personal autorizado.

En este caso puede ser una situación peculiar dado que solo si contamos con un contrato de
prestación de servicios adecuado, una política de privacidad consensuada y confianza en nuestro
proveedor, solo en ese caso tendrá sentido introducir una solución de Leak Detection. De cualquier
otra forma estaríamos haciendo que otro tercero esté evaluando si hemos incurrido en una fuga de
información sensible.

Muchas empresas optan por desplegar sistemas de detección de datos personales de forma local o
llegar a acuerdos con su proveedor de solución para desplegar el sistema in house.

DATA LEAK FIREWALL

Por qué es importante: Salvaguarda la información sensible del acceso no autorizado y de las fugas
accidentales, asegurando la integridad de los datos y el cumplimiento de los estándares de
privacidad.

odiseia.es
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La Detección y Respuesta (Detection Response) engloba estrategias y herramientas que permiten a las
organizaciones identificar rápidamente y abordar eficazmente las posibles amenazas a la seguridad.
Funciona de manera similar a un sistema de alarma y supresión de incendios, donde los mecanismos de
detección identifican incidentes y los protocolos de respuesta mitigan su impacto.

Especialmente importante para amenazas como el consumo incontrolado de recursos. En estos casos, una
respuesta a tiempo reducirá considerablemente los daños ocasionados.

DETECCIÓN Y RESPUESTA

El Testing de Penetración (Penetration Testing) y los Equipos Rojos (Red Teams) implican evaluaciones de
seguridad proactivas donde expertos simulan ataques del mundo real para descubrir y abordar
vulnerabilidades antes de que puedan ser explotadas por actores maliciosos. 

Aunque actualmente no existe una metodología de evaluación de sistemas inteligentes generalizada,
muchos equipos de red teaming ya están incorporando a sus servicios las pruebas de ataque a sistemas
inteligentes.

Es uno de los métodos más robustos para probar la resiliencia de nuestros sistemas frente a ataques.
Algunas startups están tratando de automatizar el desarrollo de estas actividades a través de agentes y
probablemente en el corto-medio plazo comience a ser la práctica estándar en el sector.

PENTEST Y RED TEAM

Cuándo implementarlo: A lo largo de todo el ciclo de vida de los sistemas, desde el diseño hasta
el despliegue y las operaciones continuas.

Por qué es importante: Permite la identificación y mitigación rápidas de incidentes de seguridad,
reduciendo el daño potencial y asegurando la resiliencia de los sistemas frente a las amenazas.

Cuándo implementarlo: Principalmente durante la fase de despliegue y periódicamente después
de la primera evaluación.

Por qué es importante: Identifica y aborda proactivamente las vulnerabilidades, fortaleciendo las
medidas de seguridad y previniendo posibles brechas al anticipar y contrarrestar escenarios de
ataque del mundo real.

odiseia.es
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Solución/Empresa Observabilidad LLM Firewall (Guardrails) Data Leak Firewall

TROJ.AI - ✓ -

RADIANT AI - - -

SENTRY AI ✓ - -

LANGSAFE - ✓ ✓

WITNESS AI - ✓ ✓

CREDAL AI - ✓ -

SWIFT SECURITY - ✓ ✓

CALYPSO AI - ✓ ✓

CADEA AI - ✓ ✓

LIMINAL AI ✓ ✓ ✓

LASSO SECURITY - ✓ ✓

HIDDEN LAYER - ✓ ✓

PROTECT AI - ✓ -

KNOSTIC - ✓ ✓

LAKERA - ✓ ✓

NIGHTFALL AI - - ✓

PRIVATE AI - - ✓

ADVERSA AI - - -

PROMPT AI ✓ ✓ -

MINDGARD - - -

La siguiente tabla resume qué métodos de defensa de ciberseguridad para sistemas
de IA son cubiertos por las principales soluciones y empresas mencionadas en
nuestra webapp de taxonomía de métodos de ataque y defensa:

Ninguna de las siguientes soluciones ha sido sponsors de la presente Guía y el orden
de aparición no está relacionado con su grado de calidad o cobertura.

Cuadro 11. Soluciones de Observabilidad y Firewall para IA

odiseia.es
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El establecimiento de un umbral de aceptación y el proceso de toma de decisión son etapas
críticas en la gestión de riesgos, ya que definen el límite entre lo que la organización
considera tolerable y lo que requiere medidas de control adicionales. Según la norma ISO/IEC
42001, las organizaciones deben establecer y mantener criterios que permitan distinguir
claramente los riesgos aceptables de los no aceptables.

El umbral de aceptación, a menudo referido como tolerancia al riesgo, es la disposición de
una organización o responsable del sistema de IA para asumir un nivel determinado de riesgo
con el fin de alcanzar sus objetivos. Este umbral no es estático y se ve influenciado por [8]:

1.Requisitos legales y regulatorios: Las normativas vigentes pueden imponer límites
estrictos a la aceptabilidad de ciertos riesgos.

2.Contexto aplicable: Un riesgo puede ser aceptable en un entorno de prueba limitado,
pero totalmente inaceptable en un despliegue de producción masivo.

3.Prioridades organizacionales: Reflejan la cultura de la entidad y su disposición ante la
innovación frente a la seguridad.

Para facilitar la toma de decisiones, las distintas metodologías citadas al inicio de este
capítulo proponen el uso de una escala común que permite comparar riesgos, de modo que,
aquellos riesgos que superen el umbral de aceptación, requieren tratamiento adicional a los
controles transversales tenido en cuenta en el proceso de apreciación de riesgo.

Una vez evaluado el riesgo, la organización debe decidir qué acción emprender. El sistema de
gestión de riesgos es un proceso iterativo que debe repetirse hasta que todos los riesgos
identificados sean aceptables. Las opciones de respuesta habituales incluyen las siguientes
decisiones:

Mitigar: Aplicar controles o salvaguardas para reducir el impacto o la probabilidad a un
nivel inferior al umbral.
Transferir: Desplazar el riesgo a un tercero (por ejemplo, mediante seguros o contratos
con proveedores).
Evitar: Cambiar los planes u objetivos para eliminar el riesgo por completo (por ejemplo,
decidir no desplegar un sistema de IA si el riesgo es inasumible).
Aceptar: Reconocer el riesgo y decidir no tomar medidas adicionales, siempre que se
encuentre dentro del umbral definido.

Es fundamental que la toma de decisión final sea transparente y documentada, por lo que se
recomienda, que la aprobación sea formal, esto es, que la alta dirección o el owner del riesgo
apruebe específicamente el plan de tratamiento y acepte formalmente los riesgos residuales,
y por tanto, si se identifican riesgos no aceptables y estos no pueden reducirse, el desarrollo
o despliegue debe detenerse de inmediato.

En sistemas IA, donde los resultados son a menudo estocásticos y propensos a errores, la
toma de decisión debe basarse no solo en la precisión técnica, sino en el juicio humano y
la supervisión para garantizar que las consecuencias de un resultado erróneo se mantengan
dentro de los límites de responsabilidad de la organización [16].
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2.4 UMBRAL DE ACEPTACIÓN Y

TOMA DE DECISIÓN
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EVALUACIÓN DE
IMPACTO PARA
SISTEMAS IA

3
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3.1 CONCEPTO Y OBLIGACIONES

En el contexto del Reglamento de IA [32], la evaluación de impacto que se establece en su
artículo 27 se define como la Evaluación de Impacto relativa a los Derechos Fundamentales
(EIDF o FRIA por sus siglas en inglés) y consiste en un proceso documentado mediante el cual el
responsable del despliegue determina los riesgos específicos que un sistema de IA de alto
riesgo puede suponer para los derechos de las personas o colectivos afectados [33]. 

A diferencia de una evaluación de riesgos, la FRIA busca identificar perjuicios tangibles o
intangibles, incluyendo daños físicos, psíquicos, sociales o económicos, asegurando que la
tecnología esté centrada en el ser humano.

Según el artículo 27 del Reglamento de IA, no todos los sistemas requieren esta evaluación, sino
aquellos clasificados como de alto riesgo y bajo circunstancias específicas [34]. 

1.Sujetos obligados: Organismos de derecho público, entidades privadas que prestan servicios
públicos (como educación, sanidad o vivienda) y entidades financieras (banca o seguros) que
utilicen sistemas de IA para evaluar la solvencia o fijar precios.

2.Momento de realización: Debe llevarse a cabo antes del despliegue del sistema de IA de alto
riesgo.

3.Actualización: Es obligatoria su actualización cuando el responsable del despliegue
considere que alguno de los factores del contexto ha cambiado.

4.Contenido mínimo: 
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Descripción de los procesos: Cómo y para qué se utilizará el sistema según su

finalidad prevista.

Temporalidad: El período de tiempo y la frecuencia de uso previstos.

Categorías de afectados: Identificación de las personas físicas y colectivos que

pueden verse impactados en el contexto específico.

Riesgos específicos: Determinación de los riesgos de perjuicio para los derechos

fundamentales, tomando en cuenta las instrucciones del proveedor.

Supervisión humana: Descripción de cómo se aplicarán las medidas de control

humano.

Medidas de mitigación: Plan de acción en caso de que los riesgos se materialicen,

incluyendo mecanismos de reclamación y recursos.
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3.2 NECESIDAD DE DEFINIR UNA
METODOLOGÍA ADECUADA PARA
SU ELABORACIÓN
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Metodología HUDERIA

La denominación proviene de las siglas de inglés de Human Rights, Democracy, and the Rule
of Law Impact Assessment, se trata de una metodología creada por el Comité de Inteligencia
Artificial del Consejo de Europa en noviembre de 2024 [35] que proporciona un enfoque
estructurado para la evaluación de riesgos e impactos de los sistemas de IA,
específicamente diseñado para la protección y promoción de los derechos humanos, la
democracia y el Estado de Derecho. Su objetivo es desempeñar un papel único y fundamental
en la intersección entre las normas internacionales de derechos humanos y los marcos
técnicos existentes sobre gestión de riesgos en el contexto de la IA.

La metodología se fundamenta en un enfoque sociotécnico, que entiende que el impacto de
la IA no depende solo del código, sino de la interacción entre la tecnología, las decisiones
humanas y las estructuras sociales. Se estructura en cuatro pilares fundamentales que
cubren todo el ciclo de vida del sistema:

 1. COBRA (Análisis de Riesgos Basado en el Contexto): Es la fase inicial de prospección.
Identifica factores de riesgo en tres áreas: el contexto de aplicación (uso previsto), el diseño
y desarrollo (datos y algoritmos) y el contexto de implementación. Su objetivo es realizar un
"triaje" para evitar cargas burocráticas innecesarias en sistemas de bajo riesgo. Permite un
enfoque gradual; si el análisis COBRA inicial determina que el riesgo es mínimo, no es
necesario ejecutar el resto de la metodología, optimizando recursos.

Para cumplir con lo anterior, existen diversos marcos de trabajo que proporcionan estructuras
detalladas. Valerse de una metodología reconocida nos ofrece garantías a la hora de
identificar riesgos e impactos, se trata, y permitir la analogía, de instalar un sistema de
navegación avanzado en nuestro barco. Mientras que el motor (IA) nos da la velocidad, la
metodología nos proporciona los mapas de los arrecifes (riesgos sociales) y nos avisa si el
clima cambia (revisión iterativa). No impide navegar, sino que garantiza que la empresa llegue
a su destino sin hundirse legal o reputacionalmente.

33



odiseia.es

2. SEP (Proceso de Participación de las Partes Interesadas): Busca involucrar activamente a
las personas que podrían verse afectadas, con especial énfasis en grupos vulnerables o
marginados. Al incluir el proceso SEP (participación de interesados), la empresa anticipa
conflictos sociales y legales, construyendo una IA más aceptable y fiable.

3. RIA (Evaluación de Riesgos e Impactos): Es el análisis profundo de los daños potenciales
identificados. En esta fase se desglosan las variables de riesgo para priorizar las
intervenciones de gobernanza.

4. MP (Plan de Mitigación): Define las acciones para abordar los riesgos siguiendo una
jerarquía de mitigación: primero evitar, luego mitigar, y finalmente restaurar o compensar si el
impacto ya ha ocurrido.

La metodología utilizada variables para determinar la gravedad siendo estas la escalabilidad,
alcance, reversibilidad y la probabilidad de ocurrencia.

Escala: La magnitud o intensidad del daño potencial.
Alcance: El número de personas afectadas y la duración del impacto en el tiempo.
Reversibilidad: La posibilidad de restaurar a la persona a su situación original.
Probabilidad: La posibilidad de que el riesgo se materialice basándose en el contexto.

Se trata de una metodología que ofrece grandes posibilidades en cuanto a interoperabilidad
e integración con marcos internacionales como el NIST AI RMF, los estándares ISO (como la
ISO 42001, entre otras) y las exigencias del Reglamento de IA. 

ISO/IEC 42005:2025 AI system impact assessment

La ISO/IEC 42005 es, esencialmente, un manual de instrucciones para las empresas que
necesitan evaluar cómo sus sistemas de Inteligencia Artificial afectan al entorno. No se trata
de revisar el código, sino de comprender las consecuencias, es decir, cómo impactan los
sistemas IA en las personas, en grupos específicos o en la sociedad en general. Al seguir
esta norma, permite a los directivos identificar y documentar cualquier efecto secundario
(positivo o negativo) durante todo el ciclo de vida que el sistema esté funcionando.

Es importante entender que la ISO/IEC 42005 no trabaja
sola; es el complemento perfecto para otras piezas del
rompecabezas de la gestión corporativa como:

ISO/IEC 42001: El sistema general para gestionar la IA en
la empresa.
ISO/IEC 38507: La guía para el buen gobierno de la IA
desde la alta dirección.
ISO/IEC 23894: El manual para la gestión de riesgos
técnicos.
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El Proceso: ¿Cómo lo implementamos?
(Capítulo 5). 

Para que la evaluación no sea un evento
aislado, la norma establece un ciclo de
gestión profesional:

Integración y Responsables: No es algo
que hace "el de IT" solo. Se debe
integrar con la gestión general de la
empresa y asignar responsables claros
(quién evalúa y quién aprueba).
El "Cuándo" y el "Cuánto": Define en qué
momento del proyecto se evalúa y qué
límites (umbrales) no estamos
dispuestos a cruzar en usos sensibles o
restringidos.
Análisis y Supervisión: Una vez realizada
la evaluación, los resultados se analizan,
se informan a la dirección y, lo más
importante, se supervisan
constantemente para que no queden en
un cajón.
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El resultado: ¿Qué estamos
evaluando exactamente? (Capítulo 6). 

Aquí es donde entramos en el detalle del
sistema de IA para tener una visión 360°.
La norma exige documentar:

El "Cerebro" de la IA: Qué datos
usamos (su calidad), qué algoritmos
aplicamos y en qué entorno se va a
desplegar.
El Factor Humano: Quiénes son las
partes interesadas y qué beneficios o
daños (reales o previstos) puede
causar la tecnología.
Plan de Acción: No basta con detectar
un riesgo; hay que documentar qué
medidas tomaremos para mitigar
daños o potenciar beneficios.

AI system impact assessment: 3 Fases

Las Herramientas de Apoyo (Anexos). La norma incluye "extras" muy valiosos para
la organización:

Integración con otras normas de referencia: Instrucciones para que esta norma
encaje perfectamente con la gestión de riesgos (ISO/IEC 23894:2023
Orientación sobre la gestión de riesgos), gestión general de IA (ISO/IEC
42001:2023 Sistema de Gestión).
Diccionario de Daños y Beneficios: Una taxonomía (Anexo C) para que todos en
la empresa hablen el mismo idioma al decir qué es "bueno" o "malo".
Plantillas Listas para Usar: Incluye ejemplos (Anexo E) para que no tengamos que
empezar de cero a diseñar los formularios de evaluación.
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Modelo EIDF / FRIA de la Agencia Catalana (APDCAT)

Se trata de una metodología diseñada por la Autoridad Catalana de Protección de Datos
(APDCAT), con el objetivo de proporcionar a los operadores de IA, tanto proveedores como
responsables de despliegue, una herramienta eficaz para desarrollar soluciones de IA fiables
y centradas en el ser humano.

La metodología se fundamenta en un enfoque basado en el riesgo y se caracteriza por ser un
proceso preventivo, experto e iterativo. A diferencia de otros análisis técnicos, la EIDF evalúa
cómo una solución de IA específica afecta a derechos individuales y colectivos en un
contexto de uso determinado.

El modelo se articula en tres fases principales:

1.Planificación y determinación del alcance: Se describe el sistema de IA y su contexto
sociotécnico. El objetivo es identificar los riesgos intrínsecos (propios del sistema) y
extrínsecos (relacionados con su interacción con el entorno), así como los grupos de
personas potencialmente afectados.

2.Recopilación de datos y análisis de riesgos: Si se detectan daños potenciales, se
cuantifica el impacto individual para cada derecho afectado. El riesgo se calcula mediante
la combinación de dos dimensiones críticas probabilidad y gravedad.

3.Gestión de riesgos: Se identifican e implementan medidas de mitigación para reducir el
impacto inicial a un nivel de riesgo residual aceptable. Dado su carácter circular, el
sistema requiere un monitoreo continuo para reevaluar riesgos ante cambios tecnológicos
o sociales.

La utilización de esta metodología asegura el alineamiento con el Reglamento de IA y
complementa las obligaciones del RGPD en materia de protección de datos y permite
demostrar ante autoridades y terceros que los riesgos han sido abordados de manera
específica y eficaz. 
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Retos de las distintas metodologías de evaluación de impacto
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A pesar de la solidez de las distintas metodologías anteriormente comentadas,
es importante tener presente   que presentan todas el las retos para la
organización como:
 

Exigencia de contar con equipos multidisciplinares  ya que requiere equipos
que combinen expertos técnicos (científicos de datos) con perfi les no
técnicos (expertos en derecho), lo que puede encarecer el proceso de
evaluación.+

Especificidades en la evaluación :  Los derechos fundamentales deben
evaluarse de forma independiente; no es posible compensar un impacto alto
en un derecho con uno bajo en otro para obtener un "promedio".

Complejidad en contextos cambiantes  al ser un proceso iterativo, requiere
una vigi lancia constante. Cualquier cambio en los datos o en el entorno
social obliga a reevaluar el sistema, lo que implica un compromiso de
recursos a largo plazo.

Subjetividad en la calibración :  Aunque ofrece guías, la decisión final sobre
si un riesgo es aceptable queda a discreción de la organización, lo que
requiere una alta madurez en gobernanza.

En definitiva, implementar una metodología adecuada de evaluación de impacto,
permite a la dirección pasar de una postura "reactiva" (esperar a que algo
falle) a una postura "proactiva" (diseñar sistemas que sean éticos y seguros
por definición).
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No son lo mismo, la Gestión de Riesgos se centra en qué le puede pasar a la
organización (riesgo operativo como pérdidas, fallos técnicos), y en cambio la
Evaluación de Impacto, se enfoca en qué le puede pasar a las personas, esto es, en
el impacto humano y social, cerrando el círculo de una IA responsable. Es un punto
vital que trata el Anexo B de la ISO 42005 para aclarar conceptos. 

La gestión de riesgos proporciona la estructura de control, pero la evaluación de
impacto proporciona el contenido humano que justifica dicho control. Mientras que:

La gestión de riesgos se pregunta "¿Cómo protegemos el sistema?", 

vs

La evaluación de impacto se pregunta "¿Cómo protegemos a la
persona que interactúa con el sistema?". 

Solo la unión de ambas visiones permite alcanzar una IA responsable.

3.3 DIFERENCIA CLAVE: GESTIÓN
DE RIESGOS VS. EVALUACIÓN DE
IMPACTO
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CAPACITACIÓN DEL
PERSONAL
Las empresas deben implementar un programa de formación orientado a garantizar
que el personal involucrado en el uso, operación, supervisión y mantenimiento de
sistemas de inteligencia artificial cuente con las competencias necesarias para
gestionar riesgos, aplicar medidas de seguridad y cumplir los requisitos regulatorios
aplicables.

4
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El Reglamento de IA establece requisitos específicos sobre lo que denomina
alfabetización en materia de IA, entendida como el conjunto de capacidades,
conocimientos y comprensión necesarios para realizar un despliegue informado y
ser conscientes de las oportunidades, riesgos y perjuicios de esta tecnología.

El Artículo 4 del Reglamento de IA impone a las organizaciones la obligación de
adoptar medidas para garantizar que su personal y otras personas que utilicen
sistemas de IA en su nombre tengan un nivel suficiente de alfabetización. Esta
formación debe adaptarse según los siguientes criterios:

Conocimientos técnicos y experiencia: Nivel previo del personal.
Educación y formación: Perfil académico de los empleados.
Contexto de uso: El entorno específico donde se aplicará la IA.
Personas o colectivos afectados: Considerar a quiénes impactarán los
resultados del sistema.

Para los sistemas de alto riesgo, la formación es aún más crítica en el ámbito de la
supervisión humana. El Reglamento exige que las personas encargadas de vigilar
estos sistemas posean la competencia, formación y autoridad necesarias para
entender las limitaciones del sistema, detectar anomalías y poder intervenir o
detener el funcionamiento si fuera necesario.

¿Para qué roles es una obligación?

La obligación de garantizar esta capacitación recae principalmente en dos figuras
clave:

1. Proveedores (Providers): Deben asegurar la alfabetización de su personal
involucrado en el desarrollo y la introducción de sistemas o modelos de IA en el
mercado (artículo 16 RIA). Además, deben proporcionar instrucciones de uso claras
que permitan al usuario final recibir la capacitación adecuada.

2. Responsables del despliegue (Deployers): Son las entidades que utilizan la IA
bajo su autoridad (empresas o administraciones públicas). Tienen la obligación
directa de formar a las personas encargadas del funcionamiento de los sistemas
(artículo 14.4 RIA). Específicamente, en sistemas de alto riesgo, deben asignar la
supervisión a personal con la formación técnica adecuada para evitar el "sesgo de
automatización" (confiar en exceso en la IA).

Esta obligación no se limita a una acción formativa puntual, sino que exige la
implantación de un programa estructurado y continuo, una obligación general para
toda entidad que introduzca en el mercado o utilice sistemas de IA. 

4.1 OBLIGACIONES DERIVADAS DEL
REGLAMENTO IA
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4.2 PROGRAMA DE 
CAPACITACIÓN
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En coherencia con el principio de gobernanza del RIA, la capacitación debe estructurarse
según las funciones y responsabilidades de cada colectivo, garantizando que cada rol
disponga de los conocimientos necesarios para cumplir con sus obligaciones específicas,
orientado a:

1.Garantizar la comprensión de los riesgos específicos de los sistemas de IA, incluidos los
riesgos de ciberseguridad, sesgos, errores operativos y usos indebidos.

2.Asegurar la aplicación efectiva de las medidas de seguridad, robustez y supervisión
humana exigidas por la normativa.

3.Facilitar la detección temprana de incidentes, anomalías o comportamientos inesperados
del sistema.

4.Reducir la probabilidad de incumplimientos regulatorios derivados de un uso inadecuado
o de una supervisión deficiente.

La formación debe estructurarse según las funciones de cada grupo (audiencia):

Dirección y responsables estratégicos: gobernanza de IA, obligaciones
regulatorias y supervisión del ciclo de vida del sistema.

Equipos técnicos: ciberseguridad aplicada a IA, protección de modelos y datos,
detección de incidentes y análisis de riesgos.

Usuarios operativos: uso seguro de herramientas, manejo adecuado de la
información y reporte de eventos.

Proveedores y terceros con acceso a sistemas: conocimientos mínimos definidos
contractualmente y alineación con las políticas internas de seguridad y gobernanza
de la IA.
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Los contenidos deben permitir a los trabajadores tomar decisiones con conocimiento de
causa y garantizar el cumplimiento normativo. Deben incluir, como mínimo, con caracter
general:

Conceptos técnicos básicos

Comprensión de los elementos técnicos aplicados durante el desarrollo o uso de la IA.

Interpretación de resultados

Capacitación específica para entender y dar sentido a las predicciones, recomendaciones o
decisiones generadas por el sistema.

Gestión de riesgos y beneficios

Concienciación sobre las oportunidades de la IA, pero también sobre sus posibles efectos
perjudiciales y riesgos para la salud y la seguridad.

Derechos fundamentales

Conocimientos para comprender cómo las decisiones asistidas por IA impactan en los
derechos de las personas.

Supervisión humana

En sistemas de alto riesgo, la formación debe capacitar específicamente para detectar
anomalías, evitar el "sesgo de automatización" (confianza excesiva en la IA) e intervenir o
detener el sistema si es necesario (artículo 14 RIA).

En particular, sobre el ámbito de la ciberseguridad, se debería hacer especial hincapié en: 

Identificación de activos críticos y comprensión del entorno de amenazas.
Principios de ciberseguridad aplicados a datos, modelos y entornos de desarrollo.
Reconocimiento de riesgos según impacto y probabilidad.
Procedimientos internos de supervisión, control y respuesta ante incidentes.
Requisitos de seguridad, robustez y supervisión humana establecidos por la normativa
aplicable, incluido el Reglamento de IA.
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Las empresas deberían establecer indicadores  que permitan medir el
nivel de formación alcanzado, el cumplimiento del programa y la
incidencia de errores operativos. Estos registros deberían mantenerse
disponibles para procesos de auditoría y revisión interna. De este modo,
la capacitación deja de ser una obligación aislada y se convierte en 

Un proceso sistemático, medible y
auditable, alineado tanto con el

RIA como con ISO/IEC 42001

La empresa debería combinar
actividades formativas teóricas y
prácticas, actualizarlas de forma
periódica e incorporar
evaluaciones que permitan
verificar la competencia del
personal.  La modalidad (presencial,
virtual o híbrida) debería
seleccionarse conforme a las
necesidades operativas y al nivel
de riesgo de los sistemas
uti l izados.  

Para que el programa se
mantenga en el tiempo, la
organización debería definir los 

roles y asignar responsabilidad
para establecer y mantener el
programa ,  en este sentido, los
roles y responsabil idades que
habitualmente se suelen
considerar, son:

Dirección: aprobación del plan
y asignación de recursos.
Responsable de
ciberseguridad: coordinación
técnica y validación de
contenidos bajo alcance.
Responsable de IA: integración
de los requisitos de seguridad
en el ciclo de vida del sistema.
Cumplimiento y protección de
datos: verificación de
adecuación normativa. 
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Activo Específico Descripción

Datos de  
entrenamiento/ validación/
prueba

Datos utilizados para entrenar un modelo de machine learning, para
comparar el rendimiento de diferentes modelos candidatos (validación), o
para evaluar el rendimiento de un modelo final (prueba/evaluación).

Datos de configuración 

Datos críticos para mantener la funcionalidad de las partes y del conjunto
del sistema de IA.
Puede incluir: 

Componentes de IA: Elementos funcionales que construyen un sistema
de IA.
Parámetros del Modelo: Variables internas de un modelo que afectan a
cómo calcula sus salidas.
Hiperparámetros:Características de un algoritmo de aprendizaje
automático que se seleccionan antes del entrenamiento y afectan a su
proceso de aprendizaje.

Registros de actividad  Registros que sustentan los requisitos de trazabilidad.

Archivo del Modelo

Representación lógica o matemática que genera inferencias o predicciones
basadas en datos de entrada. Los modelos fundacionales (o sistemas de
propósito general) son entrenados en amplios conjuntos de datos a escala y
son adaptables a una amplia gama de tareas.
Puede incluir System prompt (Órdenes iniciales del modelo para los casos
de IA Generativa textual). 

La siguiente tabla selecciona un conjunto de activos para tomarlos a modo de
ejemplo en su análisis de riesgos de sistemas de información. Esta selección integra
la infraestructura convencional y los componentes específicos de la Inteligencia
Artificial (IA):

Activos de Información

Cuadro 11. Soluciones de Observabilidad y Firewall para IA
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ANEXO I
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Activo Específico Descripción

Infraestructura software
Los sistemas operativos de los servidores que alojan el modelo o la
infraestructura en la que se ejecuta la IA, ya que pueden ser infraestructura
en base a código (cloud).

Sistemas de IA (interfaz)

Las interfaces a través de las cuales interactúa el modelo, como APIs o
Webapps que facilitan la integración y uso del modelo en un sistema más
amplio. Se trata del sistema de ingeniería que genera salidas (contenido,
pronósticos, recomendaciones o decisiones).

Activos de Software y Sistemas de IA
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ANEXO I

Activo Específico Descripción

Equipamiento informático
(Hardware) 

Medios materiales físicos para soportar servicios, ejecución de aplicaciones
y almacenamiento de datos, como grandes equipos, PCs, dispositivos
criptográficos y cortafuegos.

Recursos de Computación
(Resource Pools)

Recursos necesarios para soportar el ecosistema de IA, incluyendo
procesamiento (CPU, GPU, NPU, ASIC), redes y almacenamiento.

Redes de comunicaciones 
Medios de transporte de datos, como la red telefónica, redes locales (LAN),
metropolitanas (MAN) e Internet.

Soportes de información 
Dispositivos físicos para almacenar información de forma permanente,
como discos, cintas magnéticas, memorias USB y material impreso.

Equipamiento auxiliar 
Equipos de soporte que apoyan a los sistemas de información, como
fuentes de alimentación, UPS, generadores eléctricos y equipos de
climatización.

Instalaciones 
Lugares donde se hospedan los sistemas de información y comunicaciones,
como recintos, edificios o cuartos.

Arquitectura del sistema 
Elementos que permiten estructurar el sistema, incluyendo puntos de
acceso al servicio y puntos de interconexión.

Activos de Infraestructura y Soporte
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Activo Específico Descripción

Personal
Personas relacionadas con los sistemas , incluyendo usuarios
internos/externos, operadores, desarrolladores y administradores (de
sistemas, comunicaciones, BBDD, seguridad).

Roles de IA

Incluye roles especializados necesarios para el ciclo de vida del sistema de
IA, como científicos de datos, expertos en fiabilidad (seguridad, protección,
privacidad), diseñadores de modelos, verificadores de la computación y
auditores de IA.

Activos Humanos y de Procesos
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Activo Específico Descripción

Servicios de modelos de IA

Servicios de IA LLM externos proporcionados por terceros que ofrecen
acceso a modelos de lenguaje u otros modelos avanzados mediante APIs o
plataformas SaaS, sin que la organización controle directamente el
entrenamiento ni la arquitectura interna del modelo, así como Modelos
desarrollados por terceros que se integran en el sistema.

Servicios de infraestructura

Servicios de infraestructura y plataforma proporcionados por terceros que
soportan el despliegue, operación y escalabilidad de los sistemas de IA, así
como los destinados al almacenamiento de datos y al procesamiento
computacional necesario para entrenamiento, inferencia y análisis.

Servicios de datos
Sistemas o servicios externos que suministran datos utilizados por el
sistema de IA en tiempo real o de forma periódica, conjuntos de datos
estructurados para entrenamiento, validación o pruebas de modelos de IA.

Servicios de operación y
seguridad

Conjunto de servicios y herramientas que permiten gestionar el ciclo de vida
del modelo: despliegue, versionado, monitorización y actualización.

Activos Terceros / Servicios

Nota: En los sistemas de IA, una parte significativa del riesgo no reside en activos internos, sino en
dependencias externas. Así, definir estos servicios  externos como activos diferenciados permite:

Identificar dependencias críticas.
Asociar amenazas específicas a cada servicio.
Evaluar el nivel de madurez de los controles.
Justificar medidas técnicas, contractuales y organizativas.
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